
Transformer Training is too slow? 

We have proved your Transformer Training can speed up

from O 𝒏𝟐 to 𝒏𝟏+𝒐(𝟏)

Problem Setup

Theoretical Results 

Multi-Layer Transformers Gradient Can be 

Approximated in Almost Linear Time
Yingyu Liang, Zhizhou Sha, Zhenmei Shi, Zhao Song, Yufa Zhou
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Standard Attention: O(𝑛2)

𝐴𝑡𝑡𝑛 𝑀𝑎𝑡𝑟𝑖𝑥 × 𝑉
takes 𝑛2𝑑 = 𝑂 𝑛2 time

Ours: 𝑛1+𝑜(1)

Step1:

𝑉1
𝑇𝑉 takes 𝑘𝑛𝑑 = 𝑛1+𝑜(1) time

Step2:

𝑈1(𝑉1
𝑇𝑉) takes 𝑛𝑘𝑑 = 𝑛1+𝑜(1) time

Low-rank Approximation

• 𝑛 denotes input seq len

• 𝑑 denotes embed dim

• 𝑘 = 𝑛𝑜(1)

● Self-attention module

where  (1) (2)

(3) 

● Multilayer Transformers

where  (1) denotes self-attention module 

(2)       denotes components other than

(3)     denotes function composition

Theorem 1 (Single-layer gradient approximation)

Our algorithm can approximate the gradient on 𝑋, 𝑊𝑄𝑊𝐾
𝑇, 𝑊𝑉 in almost linear time 𝑛1+𝑜(1), 

with approximation error bounded by 1/𝑝𝑜𝑙𝑦(𝑛).

Theorem 2 (Multi-layer gradient approximation)

The number of layers 𝑚 can be treated as a constant.

Our algorithm can approximate the gradient on 𝑋, 𝑊𝑄𝑊𝐾
𝑇, 𝑊𝑉 in almost linear time 𝑛1+𝑜(1), 

with approximation error bounded by 1/𝑝𝑜𝑙𝑦(𝑛).

Extensions We have also proved that our almost linear time algorithm also can easily extend to supporting 

other components in Transformers, such as residual connection, multi-head attention, causal mask, etc. 

Take-Home Message We leverage the low-rank nature of the attention matrix to accelerate the gradient 

computation of multi-layer Transformers from 𝑂(𝑛2) to 𝑛1+𝑜(1). Our findings will inspire the further study and 

usage of the low-rank patterns within the Transformer architecture.


